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ABSTRACT
We present a table-top setup for femtosecond time-resolved x-ray diffraction based on a Cu Kα (8.05 keV) laser driven plasma x-ray source.
Due to its modular design, it provides high accessibility to its individual components (e.g., x-ray optics and sample environment). The Kα-yield
of the source is optimized using a pre-pulse scheme. A magnifying multilayer x-ray mirror with Montel–Helios geometry is used to collect the
emitted radiation, resulting in a quasi-collimated flux of more than 105 Cu Kα photons/pulse impinging on the sample under investigation
at a repetition rate of 10 Hz. A gas ionization chamber detector is placed right after the x-ray mirror and used for the normalization of the
diffraction signals, enabling the measurement of relative signal changes of less than 1% even at the given low repetition rate. Time-resolved
diffraction experiments on laser-excited epitaxial Bi films serve as an example to demonstrate the capabilities of the setup. The setup can also
be used for Debye–Scherrer type measurements on poly-crystalline samples.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0181132

I. INTRODUCTION

The rapid development of ultrashort pulsed x-ray sources in
recent decades has lead to spectacular progress in the field of ultra-
fast structural dynamics.1,2 The current state-of-the-art is set by
accelerator-based x-ray free electron lasers (XFELs).3–5 While the
extreme brilliance of these costly, large-scale-facility sources has
opened up completely new possibilities, access is restricted and very
competitive. Therefore, laboratory-scale, table-top x-ray sources,
such as short pulse laser-driven plasmas, still represent an interesting
alternative due to their low cost (as compared to XFELs), simplic-
ity, versatility, and accessibility. In fact, the possibility to generate
ultrashort hard x-ray pulses by using high intensity femtosecond
laser pulses as a driver was one of the important enabling steps to
establish the field. Many important ultrafast diffraction experiments
have successfully been carried out with these sources,6–22 and since
the first demonstration of sub-ps time resolution,6 they have been
and are still being further developed, for example, towards higher

repetition rates,23,24 better efficiency,25,26 or reaching higher photon
energies.27,28

In a simplified view, the emission mechanism and the proper-
ties of ultrashort x-ray pulses from a fs laser driven plasma created
at the surface of a solid target can be compared with x-ray pro-
duction in an ordinary x-ray tube. However, instead of the static
electric field in an x-ray tube, electrons of sufficiently high energy
(tens of keV) are generated through the direct interaction of thermal
plasma electrons with the high electrical field of the laser pulse (e.g.,
via resonance absorption) at intensities of 1016–1018 W/cm2. A frac-
tion of those laser accelerated, hot electrons propagate into the cold,
unexcited material underneath the surface plasma layer generating
bremsstrahlung and characteristic line emission (e.g., Kα-emission).
Therefore, the emitted x-ray pulses exhibit a short duration, which is
determined by the duration of the driving laser pulse and the subse-
quent stopping time inside the material.29,30 Moreover, these pulses
are perfectly suited for pump–probe type measurements since they
are inherently synchronized to the drive laser. For time-resolved
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diffraction experiments, an optical pump-pulse is used for excitation
while the ultrashort x-ray pulse monitors the transient structural
changes induced by the pump by measuring the diffraction from the
excited sample as a function of the time delay between the optical
pump and the x-ray probe.

However, this type of source also shares the spatial properties
of an ordinary x-ray tube, namely its incoherent emission into the
full solid angle. Therefore, an appropriate x-ray optic, which collects
and transfers an as high as possible amount of the emitted radiation
onto the sample, is almost mandatory.31–37

In this work, we present a compact and modular table-top setup
based on a laser plasma Cu Kα x-ray source for time-resolved x-ray
diffraction experiments. It employs a pre-pulse scheme to enhance
the x-ray production,38 a magnifying Montel multilayer x-ray mir-
ror39 to deliver a monochromatic and quasi-collimated beam to the
sample, and a gas ionization detector for signal normalization. Its
application is demonstrated by resolving the femtosecond structural
dynamics in a laser-excited thin bismuth film.

II. MODULAR SETUP FOR TIME-RESOLVED
DIFFRACTION

The goal of this work was to construct a flexible and, at the
same time, compact platform for time-resolved x-ray diffraction
experiments. As such, it employs a design that separates the key
components (e.g., x-ray source, x-ray optics, sample environment,
and detector) into different modules, which can be individually
modified/adapted to particular applications. A scheme of the setup
is shown in Fig. 1.

The laser driver for x-ray generation is a chirped-pulse-
amplification titanium–sapphire laser system providing 120 fs pulses
(stretched on purpose; see below) at a wavelength of 800 nm with
a high laser-pulse contrast ratio (LPCR: 107 at 2 ps ahead of the
pulse peak; >108 with respect to amplified spontaneous emission,
ASE). Unlike many of the currently operating laser-driven plasma
x-ray sources, which use 5–10 mJ, kHz repetition rate laser systems,

FIG. 1. Scheme of the modular setup based on a laser plasma Cu Kα x-ray source
for time-resolved x-ray diffraction experiments.

we have opted for a high energy (150 mJ/pulse), low repetition rate
(10 Hz) system. While the average x-ray flux (≈106 Kα-photons/s
delivered to the sample; for details, see below) is comparable to these
high repetition rate sources, the per-pulse flux is correspondingly
(factor 100) higher.

Therefore, the same accumulated x-ray diffraction signal from
a given sample can be obtained with less pulses. This enables
experiments at relatively high optical pump fluences since optical
damage at solid surfaces is often determined by accumulative effects
and, thus, by the total optical dose. Consequently, less number of
required pump–probe events automatically allows for higher pump
fluences approaching or even exceeding the single-pulse melting
threshold.11

The main laser beam (the red optical path in Fig. 1) is split
into three parts. A first holey mirror with a small central hole
splits off ∼1.5 mJ of the main pulse energy, which serves as a
plasma-generating pre-pulse to enhance x-ray generation.38 It is sent
through an optical delay line (the pre-pulse delay unit in Fig. 1) and
then recombined with the main beam by a second holey mirror. The
pre- and main pulses are focused onto the surface of the x-ray target
(copper tape) under an angle of incidence of 45○ by a 30 cm focal
length lens to intensities of 2 × 1014 and 1.6 × 1017 W/cm2, respec-
tively. Due to the smaller diameter of the pre-pulse beam before
the lens, its focus (∼80 �m FWHM) is larger than that of the main
beam (25 �m FWHM), ensuring that the main pulse interacts with a
laterally homogeneous pre-plasma.

After the recombining second holey mirror, a third holey mir-
ror with an off-center hole splits off another fraction (about 1 mJ)
from the main beam, which serves as the optical pump beam to
excite the sample. It is focused with a lens of 1 m focal length onto
the sample surface. The spot size of the focused pump beam can be
adjusted by a diaphragm and monitored by a CCD camera posi-
tioned at a reference position equivalent to the sample plane. The
energy of the pump beam is adjusted with a half-wave-plate in con-
junction with a thin film polarizer and monitored with a PIN diode.
This configuration can provide excitation fluences of more than 100
mJ/cm2, which, at 800 nm, is close to or beyond the melting thresh-
old of many (in particular metallic) materials. A second optical delay
line allows us to vary the time delay between the optical pump and
the x-ray probe beam. The angle between the laser pump and the
x-ray probe beam is set to be as small as possible (<10○).

The x-ray source is the only module that needs to operate
under vacuum to avoid degradation of the spatial beam profile of
the focused laser beam due to nonlinear effects in air. Therefore,
the x-ray target (Cu tape) is mounted inside a vacuum chamber
(working pressure 0.1 mbar). Part of the radiation emitted by the
laser-generated plasma into the full solid angle leaves the vacuum
chamber through a small hole covered with a thin Kapton foil. A
multilayer x-ray optic is used to collect the radiation and to refocus
it onto the sample under investigation.

A small ionization chamber detector (ICD) is located directly
after the x-ray multilayer mirror. It is filled with Ar at a pressure of
about 1 bar, and the charge signals generated by the x-ray induced
ionization are used as a reference to normalize the diffraction signals
on a pulse-to-pulse basis.

The sample under study needs to be placed in the focus of
the multilayer x-ray optic. Depending on the particular application,
the samples can be mounted on dedicated motorized sample stages
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FIG. 2. X-ray source vacuum chamber. (a) Inside view with the installed tape target
assembly. Note the large amount of Cu debris caused by ablation from the Cu-
tape. (b) Interaction area on the Cu tape target with a debris catcher foil (Kapton).

with different linear and rotational degrees of freedom. This allows
us to adjust the sample orientation with respect to the incoming
x-ray beam as well as the beam position on the sample. Point as
well as area x-ray detectors are available to record the x-ray signal
diffracted/scattered by the sample.

In order to minimize losses by absorption of Cu Kα-radiation
in air, the optics housing is purged with He, and He-purged beam-
tubes (not shown in Fig. 1) are installed in the x-ray beam path
towards the sample and the detector.

III. CHARACTERIZATION AND PERFORMANCE
Here, we provide a detailed characterization of the different

modules (source, x-ray optic, ICD, target environment, and detec-
tors) with a particular emphasis on the relevant parameters that
define the overall capabilities of the setup. We demonstrate that
a full start-to-end design is key to achieving high flexibility and
performance.

A. X-ray source
The vacuum chamber housing the x-ray source is very com-

pact (size 24 × 30 × 30 cm3) and made of stainless steel, as shown in
Fig. 2(a). To enhance the mechanical stability and to provide radi-
ation shielding already close to the source, the chamber exhibits a
wall thickness of 15 mm. 2 mm of lead are added to the inside of the

chamber walls to further enhance the radiation shielding and also to
reduce the level of background radiation that may reach the detec-
tor. Except in the direction of the x-ray probe beam, which exits the
chamber through a 2 mm diameter Kapton window, this ensures
a radiation level of less than 1 �Sv/h at 10 cm distance from the
chamber outer walls.

The target consists of a 10 �m thick Cu tape mounted on a
motorized spooling system, which has been developed at the Insti-
tute for Quantum Electronics of the Friedrich-Schiller-University
Jena.40 The tape is continuously pulled with a speed of ∼8 mm/s
to provide a non-irradiated surface area on the Cu tape for each
impinging laser pulse. When the tape reaches its end, the pulling
direction changes automatically and the tape is shifted, at the same
time, perpendicular to its pulling direction by about 0.8 mm. A typi-
cal loading (Cu tape with 25 mm width and 15 m length) can provide
more than 12 h of measurement time.

Debris from the ablated material represents a major challenge
and requires regular cleaning of the chamber interior and the spool-
ing system. Ablation occurs predominantly by the spallation of
material at the back surface of the Cu tape upon reflection of the
laser-induced shock wave.41 To directly catch most of the ejected
material, a 8 �m thick Kapton foil is mounted together with the Cu
tape to the spooling system so that they are simultaneously pulled
with the same velocity. Close to the laser–target interaction point,
the catcher foil is mechanically separated from the Cu tape by about
2 mm [see Fig. 2(b)].

To spectrally characterize the x-ray emission from the source,
a thinned, back-illuminated CCD detector (Princeton Instruments
MTE: 1300B) was used in photon counting mode so that a pulse-
height analysis of the detected single-photon events provides the
spectrum of the detected radiation.42,43 Figure 3(a) shows a typical
single-pulse spectrum obtained in this way.

The spectrum exhibits characteristic line radiation (e.g., Kα and
Kβ) on a continuous bremsstrahlung background. Please note that
part of the signal at lower energies (below the K-lines) is actu-
ally caused by Kα and Kβ photons with the x-ray generated charge
distributed over more than one camera pixel.43 For the diffraction
experiments, we employ the Kα-emission at 8.05 keV, which consists
of the spin–orbit split Kα1 and Kα2 doublet (not resolved in Fig. 3).

FIG. 3. (a) Single-pulse emission spectrum of the x-ray source. (b) Measured Kα-yield (normalized) as a function of the position of the focusing lens (relative to the focus
position) without (blue squares) and with a pre-pulse (arriving 5 ps before the main pulse; red circles); the dashed-dotted curves are guides to the eyes.
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The Kα-yield depends on laser (intensity) as well as on plasma
(scale length of the spatial density profile) parameters.30,38 There-
fore, to optimize Kα-generation, we vary the laser intensity by
adjusting the laser pulse duration and the position of the focusing
lens relative to the x-ray target. The plasma scale length is controlled
through a suitable pre-pulse. Due to the high LPCR, we are in this
way able to separate the processes of plasma formation/expansion
and x-ray generation in a highly controllable fashion.

Figure 3(b) shows the measured Kα-yield (normalized) as
a function of the relative lens position without pre-pulse (blue
squares) and with a pre-pulse (red circles) arriving 5 ps before the
main pulse. It can be clearly seen that proper adjustment of the lens
position allows us to maximize the Kα-yield, a procedure that is reg-
ularly performed to maintain the source performance. In addition,
to allow, at the same time, for a small x-ray source size, the opti-
mum working point should be close to the actual focus position.
Therefore, the laser pulses are on purpose not compressed to their
bandwidth limit (<50 fs), but stretched pulses of about 100–120 fs
duration are used.

The data shown in Fig. 3(b) also clearly show the effect of the
pre-pulse, which allows us to increase the Kα-yield by about a factor
of 2. Under optimized conditions and assuming spatially isotropic
x-ray emission, we achieve a Kα-flux of 4 × 109 photons s−1 sr−1

without pre-pulse and 8 × 109 photons s−1 sr−1 with a pre-pulse
at 110 mJ of energy in the main pulse impinging on the Cu tape
(corresponding to 1.1 W of average drive laser power on target).
This compares well with the reported yield of higher repetition rate
sources and a few W drive power at 800 nm.24,26,44

B. Multilayer x-ray optic
As already mentioned, the x-ray emission from laser-produced

plasmas occurs incoherently into the full solid angle. Therefore, a
suitable x-ray optic is required to collect as much radiation as pos-
sible and guide it to the sample. For our setup, we have chosen
a magnifying multilayer optic with Montel geometry39 (manufac-
tured by Rigaku-OSMIC, Inc.). With a working distance of 100 mm
to the source, it can be installed outside the vacuum chamber.

The mirror exhibits a capture angle of 1.51○ and a magnifica-
tion of 5, resulting in a mirror-to-sample distance of 500 mm.
The large mirror-to-sample distance gives sufficient space and,
thus, great flexibility with respect to the sample environment (see
Sec. III D). The multilayer coating is designed to reflect both the
Cu Kα1 and Kα2 emission lines but suppresses other spectral com-
ponents (i.e., Kβ). In order to minimize losses by absorption of
Cu Kα-radiation in air, the housing of the Montel-optic is purged
with He.

Figure 4 presents the results on the spatial characterization of
the mirror. The image shown in Fig. 4(a) has been recorded with
the x-ray CCD placed after the x-ray mirror (with the ICD removed)
at a distance of 40 cm from the focus, and the x-ray flux is attenu-
ated using suitable Al-filters. The beam exhibits a quadratic shape of
1.6 × 1.6 mm2, which is tilted by 45○ with respect to the horizon-
tal direction. Thus, it represents the topography, i.e., a map of the
local reflectivity of the mirror, which appears very homogeneous.
Moreover, the x-ray CCD allows for an absolute determination of
the detected x-ray signal. Taking into account the known transmis-
sion of the Al-filters and the quantum efficiency of the CCD, we
obtain that the reflected beam typically contains (1.3–1.5) × 105 Kα-
photons/pulse (with a pre-pulse and a laser main pulse energy of
110 mJ on target).

Since the distance of the detector to the focus point is
known, the measured spatial intensity distribution in Fig. 4(a)
allows us to calculate the angular properties of the focused beam.
The measured size corresponds, therefore, to a small conver-
gence angle of 1.6 × 10−5 sr (0.23○ × 0.23○) and, thus, a quasi-
collimated beam. Moreover, in the current setup, the horizon-
tal direction represents the dispersion plane for experiments in
Bragg-diffraction geometry. The resulting angular intensity pro-
file (after integration along the vertical direction) is shown in
Fig. 4(b). As expected, it is triangularly shaped and exhibits a FWHM
of 0.17○.

Figure 4(c) depicts the measurements of the intensity distribu-
tion in the image/focal point of the mirror. It reveals a distortion
free, smooth distribution and a slightly elliptical spot with a FWHM
of 138 �m horizontally and 120 �m vertically [compare the cross

FIG. 4. (a) False color representation of the topography of the multilayer x-ray mirror measured a few cm behind the mirror. (b) Horizontal intensity profile as a function of
convergence angle after integration of the image data shown in (a) in the vertical direction. (c) Intensity distribution in the focus of the mirror in false color representation
(upper left). The graphs at the bottom and to the right represent the horizontal and vertical, respectively, cross sections, revealing an x-ray spot size (FWHM) of 138 �m
(horizontal) and 120 �m (vertical).
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FIG. 5. (a) ICD-signal as a function of x-ray flux transmitted through the ICD (both quantities have been normalized to the corresponding maximum value). Each data point
represents the average over 300 x-ray pulses. (b) ICD-signal (normalized) as a function of Ar-pressure in the cell.

sections in the horizontal (bottom) and vertical (right) directions].
This agrees with the expectations when considering the mirror
magnification of 5 and the 25 �m FWHM of the laser focus on the
Cu tape.

C. Ionization chamber detector
A low repetition rate system employing high energy laser pulses

for x-ray generation has the advantage that the same accumulated
diffraction signal can be measured with less x-ray pulses. This comes
at the expense that the fluctuations of the x-ray flux delivered to the
sample are averaged over a low number of events, thus leading to a
larger measurement error for the diffraction signal.

Therefore, a pulse-to-pulse normalization scheme is desirable.
For this purpose, we use a small ionization chamber, which is posi-
tioned after the x-ray mirror so that only the Kα-radiation, which
is captured by the mirror and delivered to the sample, is moni-
tored. The ICD is filled with Ar at a pressure of about 1 bar. A
fraction of the Kα-radiation reflected from the mirror is absorbed
by photo-ionizing the neutral Ar atoms. A total transmission of the
ICD of 72% is measured, in agreement with the expected trans-
mission value of 1.6 cm Ar at 1 bar and a total thickness of
16 �m of Kapton foil, which is used as a cell window. To collect
the charge, a high bias voltage is applied (∼1900 kV). A high speed
current amplifier with a gain of 105 is used to match the output
signal of the ICD to the input of a gated charge-integrating analog-
to-digital converter (ADC), which is used to digitize the charge
signals.

The generated charge is directly proportional to the incidence
x-ray flux as demonstrated by the data depicted in Fig. 5(a). It shows
the dependence of the ICD-signal as a function of the transmitted x-
ray flux. The latter has been measured with a phosphor-based x-ray
area detector (see below), and each data point represents an average
over 300 x-ray pulses.

The data in Fig. 5(a) clearly show that the ICD-signal can be
used to normalize the diffraction signal. However, it turned out
that the generated signal exhibits a strong dependence on the Ar-
pressure inside the ICD, as shown in Fig. 6(b). Pressure changes

of less than 10 mbar lead to a change in the ICD-signal of almost
40%. Therefore, to keep the pressure inside the ICD constant and
also to reduce the gas flow, a pressure control system, consisting
of two pinhole valves at the entrance and exit, respectively, and a
pressure gauge, has been added. It allows us to stabilize the pressure
inside the ICD to better than ±0.1 mbar over “short” time scales of
about 30 min. However, over longer time scales (hours), we observe
drifts of the ICD-signal, which we attribute to slight changes in the
pressure. Measures to mitigate these long-term drift effects will be
discussed in Sec. III E.

FIG. 6. Two sample stages for diffraction experiments under ambient conditions.
(a): “Compact” sample stage designed for experiments under reversible excitation
conditions, i.e., excitation fluences that do not lead to permanent modifications of
the irradiated sample. (b) “Large” sample stage designed for high-fluence exper-
iments, where laser irradiation leads to permanent changes in the sample and
which, therefore, require sample exchange between two consecutive exposures.
The different degrees of freedom are discussed in the main text.
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D. Sample environment

The relatively large distance between the (housing of the) x-ray
mirror and its image/focus point of 40 cm provides great flexibility
with respect to the sample environment. In our setup, we have real-
ized two different sample stages dedicated for Bragg-diffraction type
measurements under ambient conditions (i.e., in air, no heating or
cooling option).

One is a relatively compact sample manipulator, which is used
for experiments in a reversible excitation regime, where excitation
fluences are sufficiently low so that no permanent sample modifi-
cations are induced by a single pulse, and a pulse-to-pulse sample
exchange is, therefore, not necessary.

Figure 6(a) shows a photo of this sample stage, which has three
linear degrees of motion (x, y, z). The x (5 cm travel range) and y
(3 cm travel range) axes correspond to the motions in the sample
plane and, thus, are used to adjust the position of the x-ray spot
on the sample. The z-axis (5 cm travel range) allows us to bring
the sample surface in the focus of the x-ray mirror. In addition, a
single-circle goniometer with 100 mm diameter is mounted hori-
zontally underneath the x–y–z stage and used to adjust the angle
of incidence (θ) of the x-ray beam, e.g., adjustment of the Bragg-
angle, while a smaller rotation stage is mounted on the y-stage to
control the azimuthal orientation (φ) of the sample, which is, for
example, needed to observe asymmetric reflections. All stages are
stepper motor driven.

The second sample stage has been constructed for experiments
in the irreversible excitation regime, i.e., excitation fluences are so
high that even illumination with a single optical pump pulse leads
to permanent modifications of the sample. As such, the sample
has to be moved between consecutive exposures over distances of
a few hundred �m (multiples of the pump beam spot size). This
requires to move larger samples at velocities of a few cm/s with high
accuracy.

Figure 6(b) shows this sample stage, which is much larger and
exhibits more degrees of freedom. A high capacity two-axis transla-
tion stage with 15 mm motion range for both axes (labeled a and
b) represents the base. The motion axes are oriented parallel and
perpendicular to the x-ray probe beam direction. On this stage, a
single-circle goniometer with a diameter of 290 mm is mounted hor-
izontally and used to adjust the angle of incidence (θ) of the x-ray
beam. The two-axis stage underneath allows us to bring the rotation
axis of the goniometer exactly into the x-ray focus. The goniometer
carries a three-axis sample mover with two axes (x and z) parallel
to the goniometer plane and one axis (y) perpendicular to it. The x
and y axes (155 mm travel range) correspond to the motions in the
plane of the sample, and z (50 mm travel range) perpendicular to
it. Therefore, z is used to bring the sample surface into the center of
rotation, while x and y allow us to change the position on the sample.
On the y-stage, another single-circle goniometer is mounted with
the rotation axis parallel to z and, thus, perpendicular to the sam-
ple surface. It allows us to adjust the azimuthal orientation (φ) of
the sample. Again, all these stages are stepper motor driven. In addi-
tion, a manual tip–tilt stage is used to precisely orient the sample
surface parallel to the x–y motion plane, which is required to main-
tain the spatial overlap between the pump and the probe and to keep
the sample in the center of rotation for large motion distances in
x and y.

Both sample stages can be easily modified for a Debye–Scherrer
transmission geometry by removing the φ-stage and replacing it with
a sample mount, which is oriented perpendicular to the y-stage.

Other sample environments are possible and, in principle, easy
to implement. For example, in-vacuum sample stages combined
with heating and/or cooling would allow experiments at variable
base temperatures.

E. Detectors and signal normalization
Depending on the particular application, three different x-ray

detectors are available to record the diffraction signals.
The first is a direct-detection, thinned, back-illuminated,

slow-scan CCD (Princeton Instruments MTE: 1300B). The detec-
tor area is 26.8 × 26 mm2 with 1340 × 1300 pixels and
20 × 20 �m2 pixel size. While the quantum efficiency of this detector
is rather low (18%) for Cu Kα-radiation, it provides single-photon
sensitivity, low noise, low dark current (thus allowing longer inte-
gration times), and 16-bit dynamic range. Moreover, it can be used
as an x-ray spectrometer with an energy resolution of about 0.24 keV
(see Fig. 3), when operated in photon counting mode.

The second detector is also an area detector but uses an
indirect-detection scheme. The incident x-rays are converted into
visible photons using a scintillator, which are then amplified by
a MCP and detected by a CCD. The available device (Photonic
Science Gemstar HS) has an active area of 32 × 24 mm2 with
1392 × 1040 pixels and 23 × 23 �m2 effective pixel size. The scin-
tillator output is 1:1 fiber-coupled to a gated, 40 mm diameter
MCP-based image intensifier with variable gain. Coupling between
the intensifier output screen and the CCD is achieved by a tapered
fiber-optic so that the CCD is viewing a rectangular area with a diag-
onal of 40 mm on the intensifier input. This detector has a high
quantum efficiency of 85% for Cu Kα-radiation, and the variable
MCP gain allows for adaptation to the x-ray input level, reaching
almost single photon sensitivity at high gain. Moreover, with 2 × 2
binning 10 Hz operation and thus single-pulse detection is possible.

The third detector is a single-channel detector based on a
large-area (10 mm diameter) Si avalanche photodiode (API 394-70-
74-591). It has a high sensitivity down to the single-photon level, a
much faster read-out time allowing pulse-to-pulse data acquisition
even at repetition rates much higher than 10 Hz, a compact size,
and can be operated at room temperature (no cooling). Using the
direct-detection CCD for calibration, a quantum efficiency of the
avalanche photodiode (APD) for Cu Kα radiation of ∼40% was mea-
sured, in principal agreement with previously published data.45,46

Since the APD-signals are recorded and digitized with the same
charge-integrating ADC as used for the ICD (and the laser refer-
ence diode), the APD output signal is first fed into a pulse-shaping
amplifier (charge amplification of 11).

To characterize the performance of the APD its signal has been
recorded for low x-ray input levels (1–3 photons/pulse) over a few
thousand pulses for different bias voltages. Some results are depicted
in Fig. 7. Figure 7(a) shows a histogram of the number of measured
events as a function of APD-signal (given in ADC-units—adu) for
a bias-voltage of 1.9 kV. The signal value distribution exhibits a
multi-peak structure as it is expected for a Si-detector with its rather
well-defined relation between the charge generated by a single x-ray
photon and the photon energy (i.e., one Cu Kα photon produces
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FIG. 7. (a) Histogram of the APD-signal (given in ADC-units) at low incident x-ray flux measured over ∼10 min for a bias voltage of 1.9 kV. Red squares: measured data; blue
solid curve: fit by a superposition of Gaussian functions (green dotted curves). The first, second, third, and so on peaks correspond to zero (i.e., dark current), one, two, and
so on detected Kα-photons, respectively. (b) Integrated number of events as a function of Kα-photon number. Red open circles: experimental data; red dashed-dotted curve:
fit by a Poisson distribution with an average number of 1.5 Kα-photons per pulse (excluding the zero-photon data point). (c) APD-signal (in ADC-units) per Kα-photon as a
function of bias voltage (left axis) and APD-gain (right axis). The red dashed curve is a guide to the eyes; the red solid circle corresponds to a bias voltage of 1.9 kV, for which
data are presented in (a) and (b).

3.66 × 10−4 pCb). While the first peak corresponds to the dark cur-
rent background (no photon detected, proven by blocking the inci-
dent x-rays), the second, third, fourth, and so on peaks correspond
to one, two, three, and so on detected Kα-photons.

A multi-peak fit (Gaussian) was applied to separate the indi-
vidual contributions and to determine, in particular, the position
of each peak. The latter exhibits a linear dependence as a func-
tion of photon number, resulting in an average signal of 67 adu
per Kα-photon. Integrating the number of events under each peak,
the total number of events as a function of photon number can
be obtained, as depicted in Fig. 7(b). Excluding the zero-photon
data point, the measured data (open circles) can be described by a
Poisson-distribution with, on average, 1.5 Kα-photons detected per
pulse (red dashed-dotted curve).

Figure 7(c) shows on the left ordinate the APD-signal per
photon (in adu) as a function of bias voltage [the red solid circle cor-
responds to a bias voltage of 1.9 kV, for which the data are presented
in Figs. 7(a) and 7(b)]. Knowing the number of primary electrons
produced in the APD per Kα-photon, the gain of the pulse-shaping
amplifier, and the sensitivity of the ADC (1 adu per 0.313 pCb), the
APD-signal per Kα-photon can be converted into the APD-gain as
shown on the right ordinate. In experiments with weak diffraction
samples, resulting in typical signals of 5–30 detected photons per
pulse, we operate the APD with bias voltages of 1.9 kV and above,
corresponding to gain values of ∼500–1000.

As already pointed out above, at a low repetition rate and mea-
surements with a comparably low total number of pump–probe
events, normalization is key to achieving a high measurement accu-
racy. For higher repetition rates (1 kHz), different schemes have
been discussed in the literature,17,44,47,48 which depend also on the
type of detector (e.g., its read-out speed). In particular, for single-
channel detectors, such as the APD discussed here, normalization is
usually achieved by chopping the optical pump beam at half the sys-
tem repetition rate. As such, the detected signal is a sequence of alter-
nating probe-only and pump–probe events and the accumulated
signal of all pump–probe events is normalized to the accumulated

signal of all probe-only events. Holtz et al. have analyzed in detail the
noise characteristics using this chopping scheme for normalization
and demonstrated almost shot-noise-limited performance.47

For our low-repetition rate source, we have compared the
chopping-scheme with the direct normalization using the ICD as a
pulse-to-pulse reference. For this purpose, we recorded the APD-
signal for different signal levels from a few detected photons per
pulse up to ∼100 detected photons per pulse for about an hour
(30 000–40 000 pulses), with and without the ICD in the beam path.
Due to the finite x-ray transmission of the ICD (72%), the signals in
the measurements without the ICD in the beam path were a factor
of 1/0.72 ≈ 1.4 higher than with the ICD.

These datasets have then been divided into N bins of differ-
ent number of events M (corresponding to a total acquisition time
ta = M/10 Hz for one data point, for example, in a pump–probe

FIG. 8. Standard deviation of the measured diffraction signal for different signal
levels (average number of detected photons per pulse) as a function of acquisi-
tion time. (a): Results for the chopping-scheme (see the text). (b) Results when
using direct normalization with the ICD as a reference detector. The dashed-
dotted curves represent the expected standard deviation when the measurement
accuracy is limited by counting statistics (i.e., total number of detected photons).
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experiment). Using the chopping-scheme, in each bin, the APD-
signal of every second event is normalized to the APD-signal of the
previous event. Then, all the single-pulse ratios in a bin are averaged
and their normalized standard deviation �S/S is determined. Using
direct normalization, the APD-signal of each pulse in a bin is nor-
malized to the corresponding ICD-signal, and then, all APD/ICD
ratios are averaged over all events in a bin, and subsequently, �S/S is
determined.

Some results are depicted in Fig. 8, which shows the average
normalized standard deviation ��S/S�N for different signal levels
nph (as given in the insets of Fig. 8) as a function of ta: (a) chop-
ping-scheme and (b) direct normalization with ICD. The error bars
represent the standard deviation of �S/S, and the different colors
encode equivalent datasets with and without the ICD in the beam-
path; e.g., red: seven detected photons per pulse without ICD in (a)
correspond to five detected photons per pulse with ICD in (b). The
dashed-dotted curves represent the expected �S/S assuming that the
accuracy is limited by counting statistics and thus the total number
of detected photons ntot per data point: �S�S = 1�√ntot .

First of all, the data in Fig. 8 clearly show that from the probe
side, our setup allows for measurements with an accuracy only
limited by counting statistics. Moreover, despite the 40% higher
single-pulse signal nph for the chopping-scheme (no ICD in the beam
path), a much larger acquisition time of almost a factor of 6 is needed
to achieve the same accuracy as in a corresponding measurement
with direct normalization (e.g., 1% at 23 phts/pulse with chopping:≈360 s; 1% at 15 phts/pulse with direct normalization: ≈65 s).

This result is again fully in line with the expectations of a
counting-statistics limited measurement. For the chopping-scheme,
both the actual pump–probe signal and the probe-only normaliza-
tion signal are limited by counting statistics and both are accu-
mulated over only 50% of the total acquisition time tch

a . Therefore,
with nch

a , the corresponding average number of detected photons per
pulse �S/S can be expressed as

�S�S = 2�
10 Hz ⋅ �tch

a �2� ⋅ nch
a

. (1)

For direct normalization with the ICD as a reference, it must
be noted that the ICD-signal corresponds to almost 3 × 104 Kα-
photons per pulse and, therefore, its counting statistics does not limit
the accuracy. Moreover, for an equivalent experimental situation,
the average number of detected photons nd

a with the ICD in place
is nd

a = 0.72 ⋅ nch
a . This yields

�S�S = 1�
10 Hz ⋅ td

a ⋅ 0.72 ⋅ nch
a

. (2)

The ratio tch
a �td

a to achieve the same �S/S with the two
normalization schemes is

tch
a �td

a = 4.10 Hz ⋅ td
a ⋅ 0.72 ⋅ nch

a

10 Hz ⋅ �tch
a �2� ⋅ nch

a
= 8.0.72 = 5.76. (3)

Therefore, direct normalization with the ICD provides clear
advantages over the chopping scheme, namely either a higher accu-
racy at a given acquisition time or a much shorter acquisition time
for the same accuracy.

IV. APPLICATION EXAMPLES
Laser-induced structural changes lead to distinct changes in

diffraction signals, namely, changes in the shape and position of
Bragg peaks due to strain and changes in the integrated diffrac-
tion efficiency due to variations in the structure factor. The sci-
entific applications, for which the presented setup can be used
best, are determined by the properties of the x-ray probe beam
delivered to the sample by the multilayer x-ray mirror: (i) mod-
erate monochromaticity of 2 × 10−3 (full Kα-bandwidth) and (ii)
a relatively small convergence angle of 0.23○ (quasi-collimated).
For experiments on single-crystalline samples in Bragg-geometry,
the setup lacks angular resolution and does not allow to observe
small angular shifts or a subtle broadening of Bragg-peaks, mak-
ing it unsuitable for the investigation of strain-related phenomena.
In contrast, the high x-ray flux delivered to the sample and the
demonstrated counting-statistics limited accuracy enable precise
investigations of processes that lead only to structure factor changes
and, thus, to variations in the integrated diffraction efficiency.
Moreover, the quasi-collimated beam allows for Debye–Scherrer-
type diffraction experiments in transmission geometry. Spe-
cific examples for both applications will be presented in the
following.

A. Detection of coherent optical phonons
in single-crystalline, thin bismuth films

A specific case where the structural changes upon laser-
irradiation lead to changes in the structure factor alone is the
excitation of coherent optical phonons in bismuth. It is well known
that in Bi, the fully symmetric A1g optical mode can be excited in
a coherent fashion through a mechanism called Displacive Excita-
tion of Coherent Phonons (DECP).49 The A1g phonon modulates
the distance of Bi atoms along the body-diagonal (111-direction)
of the rhombohedral unit cell and, thus, the structure factor of
all Bragg-reflections with a momentum transfer along (111). Time
resolved x-ray diffraction has been used frequently to address this
phenomenon.11,22,50–53

The high per-pulse x-ray flux of the current setup, which
enables high accuracy measurements with a rather low number of
pump–probe events and, thus, low accumulated optical dose (see
Sec. II), allowed us to study DECP in bismuth in a high pump flu-
ence regime, which had not been accessible before. While a detailed
discussion of the results will be the topic of a separate publica-
tion, Fig. 10 depicts as an example data obtained on a 50 nm
thick, (111)-oriented, epitaxial Bi-film grown on a (111)-oriented Si
substrate.54

Figure 9(a) shows the angular dependence (θ–2θ-scan) of the
diffraction signal. It exhibits the (111) peaks of the Bi-film and the Si-
substrate (normalized to the peak signal of the Bi-peak). The Si-peak
is by a factor of 20 stronger than the Bi-reflection, which is expected
because it is a bulk material and not a thin film. The widths of the Si-
and Bi-peaks are ≈0.18○ (FWHM) and ≈0.3○ (FWHM), respectively.
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FIG. 9. (a) Normalized θ–2θ-scan (rocking curve) of the 50 nm Bi(111) film grown on a Si(111) substrate (left Bi; right Si). (b) Diffraction signal of the Bi(111)-reflection as
a function of time delay �t between laser pump and x-ray probe normalized to the (averaged) diffraction signal measured at negative �t for an incident pump fluence of
3 mJ/cm2; red circles: with normalization to the ICD-signal; gray squares: without normalization. (c) FFT (squared amplitude) of the measured signal for �t > 0.3 ps.

The measured width is determined by the angular width of the x-
ray beam (0.17○), its spectral width (≈2.5 × 10−3), and the natural
width of the particular Bragg-reflection. The spectral width makes
only a small contribution (�θ ≈ 0.03○–0.04○). Since the Si-substrate
exhibits very high crystalline quality, its natural width is very small
and can be neglected. Correspondingly, the measured width is essen-
tially equal to the angular width of the x-ray probe beam at the
sample. In contrast, the measured Bi-peak is significantly broader
than both the natural width of a 50 nm Bi-film (≈0.08○) and the
angular width of the x-ray beam. We attribute the additional broad-
ening to the mosaic structure of the Bi-film. In the time-resolved
diffraction experiment, the angle was adjusted to the maximum of
the Bi-curve and the APD-detector positioned accordingly.

Figure 9(b) shows the results of a time-resolved measurement
with an incident pump fluence of 3 mJ/cm2. The diffraction sig-
nal, recorded on a single-pulse basis by the APD, corresponds to
10–20 detected photons per pulse and was integrated over 2 min per
delay point to ensure that, in principle, an accuracy of ∼1% could
be reached [compare Fig. 9(b)]. To account for any drifts on longer
time scales (e.g., induced by small variations of the pressure in the
ICD or of the spatial overlap of optical pump and x-ray probe on the
sample), we adapted a “fast” scanning technique introduced for all-
optical pump–probe experiments at high repetition rates.55 Instead
of accumulating the signal for a given pump–probe delay time over
2 min at once and varying �t sequentially, the full delay range was
scanned multiple times (here 12×) with a short acquisition time per
delay point (here 10 s).

The gray squares represent the obtained result without nor-
malization of the measured diffraction signal to the corresponding
ICD-signal. The red circles are obtained with normalization. For
each scan, the diffraction signal was normalized on a pulse-to-
pulse basis to the ICD-signal, averaged, and then re-normalized to
the average signal measured for all negative �t (i.e., representing
the diffraction efficiency of the unexcited sample). Finally, all the
re-normalized delay scans were averaged.

This comparison clearly demonstrates the need for and the
effectiveness of the described normalization procedure. Despite a
drop of the average diffraction signal at positive delay times, no clear

transient changes are visible without normalization, in particular no
oscillatory behavior, which may be attributed to the generation of
coherent phonons. In contrast, the normalized data (red data points)
exhibit a much larger drop of the average diffraction signal at posi-
tive time delays and, in particular, clear signal oscillations caused by
the coherent excitation of the A1g optical mode.

Figure 9(c) depicts the squared amplitude of the Fourier-
transform of the oscillatory part of the signal measured at positive
time delays, revealing a dominant peak at a frequency of 2.53 THz.
This value is significantly lower than the A1g phonon frequency of
unexcited Bi of 2.92 THz at room temperature.56 Similar redshifts
have been observed in many time-resolved optical57–59 and x-ray
diffraction11,22,50,51,53 experiments on laser-excited Bi and can be
readily explained by the changes of the inter-atomic potential (shift
of the potential minimum and softening) upon optical/electronic
excitation, which represent the basis of the DECP mechanism.

One may be tempted to attribute the second peak at 1.8 THz to
the similarly redshifted Eg optical phonon modes of Bi. While these
modes correspond to atomic motion perpendicular to the (111)-
direction and the measured diffraction signal is not directly sensitive
to this, it has been suggested that anharmonic interactions between
the A1g and the Eg modes can lead to additional atomic motion
along the (111) direction with the frequency of the Eg-mode.57,60

However, we refrain from interpreting the 1.8 THz peak in this
way, since we observe in this measurement signal changes even at
negative time delays, which we have to attribute to residual signal
fluctuations/drifts that cannot be normalized by our procedure.

We use this measurement to comment on the temporal reso-
lution of our setup. This is determined by the duration of the x-ray
probe pulses and the geometry of the experiment (i.e., angle between
the pump and the probe). For the results shown in Fig. 9(b) (Bragg
angle 14.2○), the dominating factor is the geometry, which limits the
temporal resolution to about 500 fs. Due to the good signal-to-noise
ratio of the measurements, this still allows us to observe oscillatory
signal components with frequencies up to at least 3 THz (data not
shown here). It should also be noted that for the normal incidence
Debye–Scherrer experiments discussed in Sec. III B, the geometrical
contribution reduces to less than 10 fs. Therefore, it can be neglected
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and the temporal resolution of such experiments will be limited
by the x-ray pulse duration, which, as discussed in the introduc-
tion, is determined by the duration of the driving laser pulse (here
120 fs) and the stopping time of energetic electrons in the x-ray tar-
get. For a 5 �m thick Cu tape as target, simulations30 predict a pulse
duration of about 100 fs (FWHM), while published data16 obtained
on other material systems exhibited measured response times well
below 200 fs using a Cu tape of 10 �m thickness as x-ray target (same
as in our setup).

B. Debye–Scherrer diffraction at poly-crystalline
metal foils

One of the key properties of the x-ray beam delivered to
the sample is its low convergence angle. This quasi-collimated
x-ray probe beam in combination with the relatively low spectral
bandwidth makes this setup also suited for Debye–Scherrer-type
diffraction experiments on poly-crystalline materials and powders
in transmission geometry using an area detector.16,17,33,34 Although
the scattering signal is not localized in an intense diffraction spot,
but distributed over a ring, this scheme has a number of advan-
tages: (i) greater sample flexibility—no single-crystalline/epitaxial
samples are required; (ii) simplicity—no precise sample adjustments
(i.e., Bragg-angle) are necessary; and (iii) several Bragg-peaks can be
recorded simultaneously.

Since we recently demonstrated the applicability of our setup
for time-resolved Debye–Scherrer diffraction by analyzing the
picosecond acoustic response of a 200 nm Au-film upon fs laser
excitation,61 we will briefly discuss here only some results of static
diffraction experiments.

Figure 10 shows, in the top row, the detector images measured
on a 20 �m thick Cu-foil (a) and a free-standing 200 nm Au film
supported by a Ni-mesh (b). Because of its larger size, we used the
phosphor-based, MCP-amplified area detector (see Sec. III E) at high

gain. The detector was placed close to the sample (normal distance
l0 = 35 mm) and at an oblique angle (α = 28○) to the direction of the
x-ray beam, to record as many diffraction orders as possible (covered
range of scattering angels: 35○–85○). In both cases, the signal was
accumulated over 3000 pulses (5 min exposure time).

The bottom row shows the diffraction signal I(q) as a func-
tion of momentum transfer q = 4π

λ ⋅ sin � θ
2� (θ: scattering angle)

after azimuthal integration of the diffraction images. The individ-
ual Bragg-reflections are labeled with their respective Miller-indices
(the scattering pattern of the Au-films contains weak scattering
contributions from the Ni mesh).

An important performance measure is the momentum reso-
lution �q/q, which is determined in our setup by three different
contributions: (i) the divergence of the beam �θdiv = 0.17○, (ii) the
projected x-ray spot size on the sample, and (iii) the spectral band-
width. While (iii) makes a fixed contribution of (�q�q)bw = �E�E= 2.5 × 10−3, (i) depends on the scattering angle θ and (ii) depends
on the scattering angle θ and the sample detector distance l0.

By differentiating Bragg’s law, contribution (i) can be deter-
mined as (�q�q)div = �θdiv�[2 ⋅ tan (θ�2)]. With θ0 = 90○ − α,
contribution (ii) can be written as (�q�q)foc = d⋅cos θ⋅cos (θ−θ0)

2⋅l0 ⋅tan (θ�2) . The
total momentum resolution �q/q is then given by the convolution of
(i) to (iii),

�q
q
=
�������q

q
�2

div
+ ��q

q
�2

foc
+ ��q

q
�2

bw
. (4)

Quantitative estimates for our setup and the given detector
geometry (l0 and α) are depicted in Fig. 10(c). The blue, green,
and orange curves show the contributions due to the beam diver-
gence (�q�q)div, the spectral bandwidth (�q�q)bw, and the x-ray
spot size (�q�q)foc, respectively, while the red curve represents the

FIG. 10. Diffraction data obtained on poly-crystalline materials in transmission geometry. Top row: Detector images from (a) a 20 �m thick Cu-foil and (b) a free-standing,
200 nm thick Au-film supported by a Ni-mesh (in both cases accumulated over 3000 pulses). Bottom row: Corresponding scattering profiles I(q) as a function of momentum
transfer q = 4π

λ ⋅ sin � θ
2 � (θ: scattering angle) after azimuthal integration of the diffraction images. (c) Different contributions to the total normalized momentum resolution

�q/q (red curve) due to (i) the divergence of the x-ray beam (blue curve), (ii) the x-ray spot size (green curve), and (iii) the bandwidth (orange curve). The gray squares and
the violet diamond represent the measured (relative) peak widths of the three measured Cu reflections and the (220) Au reflection, respectively.
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total momentum resolution �q/q. These results clearly show that
over the covered q-range, the momentum resolution is essentially
limited by the beam divergence, while the other effects make only
minor contributions.

Figure 10(c) also shows the measured relative peak widths of
the three Cu reflections (gray squares) and of the (220) Au reflec-
tions [violet diamond; the (200)- and (311)-reflections could not
be properly analyzed due to the nearby Ni-reflections, as the (111)-
reflection, which is partially cut], which are significantly larger than
the limits set by the setup. We attribute this to the finite size of the
crystalline grains. Using Scherrer’s equation (with a form factor K= 1), we estimate grain sizes of about 20–25 nm in line with the
observation of smooth diffraction rings.

V. SUMMARY
In summary, we have presented a compact and modular, and

thus very flexible, setup for time-resolved x-ray diffraction using
ultrashort Cu Kα x-ray pulses from a laser-produced plasma. The
x-ray source employs a thin Cu-tape as target, which is excited by
high energy (>100 mJ) laser pulses with a wavelength of 800 nm
and a pulse duration of 110 fs at a repetition rate of 10 Hz. Using
a pre-pulse scheme, an x-ray flux of about 1010 Kα photons per pulse
(into the full solid angle) was achieved, of which about 105 are trans-
ferred onto the investigated sample in a quasi-collimated beam with
a beam diameter of about 130 �m (FWHM) by means of a multilayer
Montel mirror. An ionization chamber detector placed behind the x-
ray mirror provides a normalization signal and allows us to achieve
counting-statistics-limited measurement accuracy. Different area
and single detectors as well as different sample stages can be used
to adapt the setup to specific requirements. The characteristics and
the overall performance of the setup have been demonstrated with
test experiments in Bragg as well as in Debye–Scherrer geometry.
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A. Pugžlys, and A. Baltuška, Nat. Photonics 8, 927 (2014).
26A. Koç, C. Hauf, M. Woerner, L. von Grafenstein, D. Ueberschaer, M. Bock, U.
Griebner, and T. Elsaesser, Opt. Lett. 46, 210 (2021).
27S. Fourmaux and J. C. Kieffer, Appl. Phys. B 122, 162 (2016).
28Y. Azamoum, R. Clady, A. Ferré, M. Gambari, O. Utéza, and M. Sentis, Opt.
Lett. 43, 3574 (2018).
29P. Gibbon and E. Förster, Plasma Phys. Controlled Fusion 38, 769 (1996).
30C. Reich, P. Gibbon, I. Uschmann, and E. Förster, Phys. Rev. Lett. 84, 4846
(2000).
31M. Bargheer, N. Zhavoronkov, R. Bruch, H. Legall, H. Stiel, M. Woerner, and T.
Elsaesser, Appl. Phys. B 80, 715 (2005).
32U. Shymanovich, M. Nicoul, K. Sokolowski-Tinten, A. Tarasevitch, C.
Michaelsen, and D. von der Linde, Appl. Phys. B 92, 493 (2008).
33U. Shymanovich, M. Nicoul, W. Lu, S. Kähle, A. Tarasevitch, K. Sokolowski-
Tinten, and D. von der Linde, Rev. Sci. Instrum. 80, 083102 (2009).
34F. Zamponi, Z. Ansari, M. Woerner, and T. Elsaesser, Opt. Express 18, 947
(2010).
35R. Rathore, V. Arora, H. Singhal, T. Mandal, J. A. Chakera, and P. A. Naik, Laser
Part. Beams 35, 442 (2017).
36M. Schollmeier, T. Ao, E. S. Field, B. R. Galloway, P. Kalita, M. W. Kimmel, D.
V. Morgan, P. K. Rambo, J. Schwarz, J. E. Shores, I. C. Smith, C. S. Speas, J. F.
Benage, and J. L. Porter, Rev. Sci. Instrum. 89, 10F102 (2018).
37M. Afshari, P. Krumey, D. Menn, M. Nicoul, F. Brinks, A. Tarasevitch, and K.
Sokolowski-Tinten, Struct. Dyn. 7, 014301 (2020).
38W. Lu, M. Nicoul, U. Shymanovich, A. Tarasevitch, P. Zhou, K. Sokolowski-
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